
MTH213 Calculus  
 
Formulas from Geometry: 
Triangle 

� 

A = 1
2 bh 

Pythagorean:  

� 

a2 + b2 = c2 
Parallelogram 

� 

A = bh 
Trapezoid 

� 

A = 1
2 h b1 + b2( )  

Circle 

� 

A = π r 2 

� 

C = 2! r = ! d 
 

Cone 

� 

V = 1
3 ! Abase ! h = 1

3 " r 2h 

Lateral Surface: 

� 

A = ! r r 2 + h2  
Right Circular Cylinder 

� 

V = Abase! h = " r2h  
Lateral Surface: 

� 

A = 2! r h 
Sphere 

� 

V = 4
3 ! r3 

� 

Surface Area= 4! r 2

Trigonometry:   Unit Circle 
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Definitions:  sin! =
opp.
hyp.

 cos! =
adj.
hyp.

 tan! =
opp.
adj.

=
sin!
cos!

 

  csc! =
1

sin!
 sec! =

1
cos!

 cot! =
1

tan!
=

cos!
sin!

 

    



Identities  
Pythagorean: 
sin2 u + cos2 u = 1 
1+ tan2 u = sec2 u  
1+ cot2 u = csc2 u  
Double Angle Formulas:  
sin2u = 2sinucosu  
cos2u = cos2 u ! sin2 u = 2cos2 u ! 1= 1! 2sin2 u

tan2u =
2 tanu
1 ! tan2 u

 

 
Law of Sines:  

a
sinA

=
b

sinB
=

c
sinC

 

Power-Reducing Formulas:  
 sin2 u = 1

2 1 ! cos2u( )  
 cos2 u = 1

2 1+ cos2u( )  

 
tan2 u =

1! cos2u( )
1+ cos2u( )  

 
 
Law of Cosines:  
b2 = a2 + c2 ! 2acosB  

 

a b

c

θ

 
Chapter 1 
Solution : Any and all values of the variable which will make a statement TRUE. 
Graph :  A picture, drawn on an appropriate coordinate system, showing all solutions to 

a given statement. 
Intercepts : Where a graph crosses one of the axes. 

Find the x-intercept(s): Set y = 0 and solve for x 
Find the y-intercept(s): Set x = 0 and solve for y 

Symmetry of a Graph  - A graph is symmetric to: 
y-axis if replacing x with -x gives equivalent equation 
x-axis if replacing y with -y gives equivalent equation 
origin if replacing x with -x and y with -y gives equivalent equation 

Intersections of Graphs  
Solve both equations for the same variable (e.g. both for y) 
Set expressions in other variable equal (e.g. substitute for y to get equation with x) 
Solve for the variable (e.g. solve for all values of x) 
Use solutions to find coordinates of intersection(s) (e.g. use x values to find (x, y)) 

Slope: Comparison of vertical change to horizontal change in a graph. “Slope is rise 
over run” 
Slope, m, of a non-vertical line through points x1,y1( )  and x2,y2( ) : 

 m =
change in y
change in x

=
y2 ! y1

x2 ! x1

=
" y
" x

 

Linear Equations  
Slope-Intercept Form y = mx + b  Point-Slope Form y ! y1 = m x ! x1( )  
General Form Ax + By + C = 0  
Vertical Line x = a  Horizontal Line y = b  
Parallel Lines m1 = m2  Perpendicular Lines m1m2 = ! 1   

Graph Tran sformations  (c > 0) 
Original graph: y = f x( )  



Horizontal shift c units right: y = f x − c( )  Horizontal shift left: y = f x + c( )  
Vertical shift down: y = f x( ) − c  Vertical shift up: y = f x( ) + c  
Reflection about x-axis: y = ! f x( )  Reflection about y: y = f ! x( )  
Reflection about origin: y = ! f ! x( )  

Rational Function : f x( ) =
p x( )
q x( )

  for q x( ) ! 0  

Composite Function : 
 

f ! g( ) x( ) = f g x( )( )  
Odd -Even Function Tests  

Even: f ! x( ) = f x( )  Think:  f x( ) = xeven power!" #$ 

Odd: f ! x( ) = ! f x( )  Think:  f x( ) = xodd power!" #$ 

Quadratic Equation - Standard Form: 

� 

ax2 + bx + c = 0 

Completing the Square 

� 

x + b
2a

⎛ 
⎝ 
⎜ 

⎞ 
⎠ 
⎟ 
2

= b2 − 4ac

4a2  

Quadratic Formula 

� 

x =
! b± b2 ! 4ac

2a
 

Inverse Functions  f ! 1  (read: “f inverse”) is the inverse of f if: 
 f f −1 a( )( ) = a  [for a in domain of f ! 1 ] and f ! 1 f b( )( ) = b   [for b in domain of f ] 
Function has an inverse only if it is one-to-one (passes the horizontal line test). 
Functions can be made to have an inverse by restricting domain and/or range. 
 
Inverse Trig Functions:  Domain Range 

arcsine x 

� 

! 1" x " 1 

� 

! "
2 # y # "

2  
arccosine x 

� 

! 1" x " 1 

� 

0 ! x ! "  

arctangent x 

� 

!" # x # "  

� 

− π
2 ≤ y ≤ π

2  
Exponential and Logarithmic Functions  

Logarithmic function is inverse of exponential: loga ax = aloga x = x  
Common Logarithm: logx ! log10 x = n   !   10n = x  
Natural Logarithm: lnx ! loge x = n   !   en = x  
Identities: loga1= 0  loga a = 1  

Properties: loga xy = loga x + loga y  loga

x
y

= loga x ! loga y  loga xn = nloga x  

Greatest Integer Function:  
[[x]] = greatest integer n such that n ≤ x. E.g. [[5.23]] = 5  and [[-2.3]] = -3 

 



Chapter 2 
 
Slope of a Secant Line of a Function:  

msec =
f x + ! x( ) " f x( )

! x
   (Note: No limit. This is a slope between two points.) 

Common Reasons why lim
x→c

f x( )  does not exist: 

1. f x( )  approaches a different limit from the right as from the left 
2. f x( )  increases or decreases without bound as x→ c  
3. f x( )  oscillates between two fixed values as x ! c  

Definition of Limit (Mine): 
Let f be a function defined on an open interval which contains c. (Value f c( )  may or 
may not exist.) lim

x! c
f x( ) = L  means that for every ! > 0 , there exists a ! > 0  such that if 

 0 < x − c < δ , then 0 < f x( ) ! L < " . 
Getting close to the limit, L, of a function at a value, c, means function value f x( )  is 
within distance ±ε  of the limit, L. If the limit exists, there must be a value δ , a 
distance from point c, so if we choose our x within that distance from c, f x( )  will be 
within distance ±ε  of L. If  limit L exists, we can always find a small enough 
number δ  so that f x + δ( )  will be within the distance ±ε  of the limit, L. 

 
Basic Limits for Polynomial -Type Terms  

Limit of a constant: lim
x→c

b = b  Limit of a variable: lim
x→c

x = c  

Limit of a power : lim
x! c

xn = cn  

Properties of Limits    (for lim
x→c

f x( ) = L    and   lim
x→c

g x( ) = K  

Scaler Multiple lim
x! c

b" f x( )#$ %&= b"L  

Sum or Difference lim
x! c

f x( ) ± g x( )"# $%= L ± K  

Product lim
x→c

f x( ) ⋅ g x( )⎡⎣ ⎤⎦ = L ⋅K  

Quotient lim
x! c

f x( )
g x( )

"

#
$

%

&
' =

L
K

 (If K is not zero.) 

Power lim
x! c

f x( )"# $%
n

= Ln  (Includes radicals as fractional powers.) 

Composite Function 
 
lim
x! c

f x( ) ! g x( )"# $%= lim
x! c

f g x( )( )"# $%= f K( )  
Limits of Transcendental Functions:     (All behave as expected for values c in domain) 

lim
x→c

sinx = sinc  
lim
x! c
cos x = cosc  

lim
x→c
tan x = tanc  

lim
x→c
cot x = cot c  

lim
x→c
sec x = secc  

lim
x→c
csc x = cscc  

lim
x! c

ax = ac     a > 0( )  
lim
x! c
ln x = lnc  



Functions which agree at all but one point:  
If f x( ) = g x( )  for all points except for x = c, and if lim

x→c
g x( )  exists, then  

lim
x→c

f x( ) = lim
x→c

g x( )  
Three Special Limits:  (Note x→ 0  in all cases) 

lim
x→0

sin x
x

= 1  lim
x→0

1− cos x
x

= 0  lim
x→0

1+ x( )
1
x = e  

 
Definition of Continuity:  ( Function f is continuous at c if . . .) 

1. f x( )  is defined 2. lim
x→c

f x( )  exists 3. lim
x→c

f x( ) = f c( )  
 
Existence of a Limit:  lim

x→c−
f x( ) = lim

x→c+
f x( )  

 
Properties of Continuity:  

If f x( )  and g x( )  are continuous at x = c, then the following are also continuous at c: 
1. Scaler multiple b ⋅ f c( )  2. Sum and Difference f c( ) ± g c( )  

3. Product f c( ) ⋅ g c( )  4. Quotient f c( )
g c( )   if g c( ) ≠ 0  

5. Composite  f ! g( ) c( ) = f g c( )( )  
6. Therefore Polynomial Functions, Rational Functions, Radical Functions, Trigonometric 

Functions, Exponential, and Logarithmic Functions are continuous for all values within 
their domains. 

 
Intermediate Value Theorem:  

If f is continuous on the closed interval a,b[ ]  and k is any number between 
f a( )  and f b( ) , then there is at least one number c, somewhere in a,b[ ]  such 

that f c( ) = k . 
 Vertical Asymptotes:  Let f and g be functions with no common factors and 

continuous on an open interval containing c. If f c( ) ≠ 0  and g c( ) = 0  (BUT 

g c( ) ≠ 0  when x ≠ c), then f x( )
g x( )  has a vertical asymptote at x = c. 

 
Properties of Infinite Limits:     For lim

x! c
f x( ) = "    and   lim

x→c
g x( ) = L  

1. Sum or Difference lim
x! c

f x( ) ± g x( )"# $%= &  

2. Product lim
x! c

f x( ) "g x( )#$ %&= ' + if L > 0  

  lim
x! c

f x( ) "g x( )#$ %&= ' ( if L < 0  

3. Quotient lim
x! c

g x( )
f x( )

"

#
$

%

&
' = L if L ( 0  

  



Chapter 3 
Definition of the Derivative of a Function: 

� 

! f x( ) = lim
" x# 0

f x + " x( ) $ f x( )
" x

      or       

� 

! f c( ) = lim
x" c

f x( ) # f c( )
x # c  

 
Differentiable Implies Continuity, but NOT Vice Versa: 
If f is differentiable at x = c, then f is continuous at x = c. 
However, f might be continuous, but not differentiable, if f has a cusp at x = c. 
 
General Differentiation Rules 
Let u and v be differentiable functions of x. The value, c, is a constant 

Derivative of a Constant: 

� 

d
dx

c[ ] = 0 

Simple Power Rule: 

� 

d
dx

xn[ ] = nxn−1  and  

� 

d
dx

x[ ] = 1 

Constant Multiple Rule: 

� 

d
dx

cu[ ] = c ′ u  

Sum or Difference Rule: 

� 

d
dx

u ± v[ ] = ′ u ± ′ v  

Product Rule: 

� 

d
dx

u⋅ v[ ] = u ′ v + v ′ u  

Quotient Rule: 

� 

d
dx

u
v

⎡ 
⎣ ⎢ 
⎤ 
⎦ ⎥ =

v ′ u − u ′ v 

v2
 

Chain Rule: 

� 

d
dx

f u( )[ ] = ′ f u( ) ⋅ ′ u = df
du

⋅ du
dx

 

General Power Rule (from Chain): 

� 

d
dx

un[ ] = nun−1 ⋅ ′ u  

 
Derivatives of Trigonometric Functions 
d
dx

sinu[ ] = cosu ⋅ d
dx

u[ ]  
d
dx

cscu[ ] = −cscu ⋅cotu ⋅ d
dx

u[ ]  

d
dx

cosu[ ] = ! sinu "
d
dx

u[ ]  
d
dx

secu[ ] = secu ⋅ tanu
d
dx

u[ ]  
d
dx

tanu[ ] = sec2 u!
d
dx

u[ ]  
d
dx

cotu[ ] = −csc2 u ⋅ d
dx

u[ ]  
 
Derivatives of Exponential and Logarithmic Functions 
d
dx

eu⎡⎣ ⎤⎦ = e
u ⋅ d
dx

u[ ]  
d
dx

au⎡⎣ ⎤⎦ = lna( ) ⋅au ⋅ d
dx

u[ ]  

d
dx

lnu[ ] = 1
u
⋅ d
dx

u[ ]  d
dx

loga u[ ] =
1

lna( )u
!
d
dx

u[ ]  

 
 



Position, Velocity, and Acceleration: 

If 

� 

s t( )  is the position function of an object (for a falling body:  

� 

s t( ) =
1
2

gt2 + v0t + s0) 

The velocity function is 

� 

v t( ) = ! s t( ) 
The acceleration function is 

� 

a t( ) = ! v t( ) = ! ! s t( ) 
 
Explicit - Implicit forms of a Function: 

Explicit: y is given as a function in x   (

� 

y =
1
x

) 

Implicit: x and y are both involved in the equation together     (

� 

xy =1) 
 
Guidelines for Implicit Differentiation: 

1. Differentiate both sides with respect to x using the chain rule on any non-x 
variables. 

2. Collect 

� 

dy
dx

 terms on left side and factor out 

� 

dy
dx

 

3. Solve for 

� 

dy
dx

 by dividing by factor multiplied times the 

� 

dy
dx

. 

 
Derivative of an Inverse Function 

� 

f ! 1[ ]" x( ) =
1

" f f ! 1 x( )( )
 

 
Derivatives of the Inverse Trig Functions 

� 

d
dx

arcsinu[ ] =
! u 

1" u2
 

� 

d
dx

arccosu[ ] =
! " u 

1! u2
 

� 

d
dx

arctanu[ ] =
! u 

1+ u2  

� 

d
dx

arccotu[ ] =
! " u 

1+ u2  

� 

d
dx

arcsecu[ ] =
! u 

u u2 " 1
 

� 

d
dx

arcsecu[ ] =
! " u 

u u2 ! 1
 

 
Related Rates 

1. Find an equation (formula) which relates the desired quantities. 
2. Differentiate with respect to time to find the related rates of change of the 

quantities. 
 
Newton’s Method of Approximating the Zero of a Function 

1. Make an initial estimate, 

� 

x1, close to the root. 

2. Calculate a new estimate, 

� 

x2, using the formula:  

� 

x2 = x1 !
f x1( )
" f x1( )

 

3. Repeat as necessary until desired accuracy is attained. 



Chapter 4 
 
Critical Number: c is a critical number if: 
 a) 

� 

! f c( ) = 0 
 b) f is not differentiable at c. 
Guidelines for finding extrema in the interval 

� 

a,b[ ] : 
 1. Find the critical number of f in 

� 

a,b( ) . 
 2. Evaluate f at each critical number. 
 3. Evaluate f at each end point a and b. 
Rolle’s Theorem 

Let f be continuous on the closed interval 

� 

a,b[ ]  and differentiable on the open interval 

� 

a,b( ) . If 

� 

f a( ) = f b( ), then there is at least one c in 

� 

a,b( )  where 

� 

! f c( ) = 0. 
Mean Value Theorem 
 Let f be continuous on the closed interval 

� 

a,b[ ]  and differentiable on the open interval 

� 

a,b( ) . There exists a number c in 

� 

a,b( )  where 

� 

! f c( ) =
f b( ) " f a( )

b" a
. 

 [The derivative of f evaluated at c will equal the slope of the secant line between the 
endpoints.] 

Increasing Function 
 1. If 

� 

x1 < x2 implies 

� 

f x1( ) < f x2( ) . 
 2. If 

� 

! f x( ) > 0. 

Decreasing Function 
 1. If 

� 

x1 < x2 implies 

� 

f x1( ) > f x2( ) . 
 2. If 

� 

! f x( ) < 0. 
Test for Relative Minimum 
 If c is a critical number: 
 1.  If 

� 

! f x( ) changes from negative to positive at c. 
 2. If 

� 

! ! f c( ) > 0  (Second Derivative Test) 
Test for Relative Maximum 
 If c is a critical number: 
 1.  If 

� 

! f x( ) changes from positive to negative at c. 
 2. If 

� 

! ! f c( ) < 0  (Second Derivative Test) 
Concavity 
 If 

� 

! ! f x( ) > 0, graph is concave upwards. Alt. 

� 

! f x( ) is increasing in the interval. 
 If 

� 

! ! f x( ) < 0, graph is concave downwards. Alt. 

� 

! f x( ) is increasing in the interval. 
Point of Inflection 
 Point at which a graph changes from concave up to concave down or vice versa. 
 Is the point 

� 

c, f c( )( )  if 

� 

! ! f c( ) = 0 or if 

� 

! ! f c( )  does not exist. 
Domain of function f(x):  Values of x for which function f exists. Look for: 
 1. Denominator = 0? 
 2. Negative number under the radical for an even-number root? 

 3. Other values where f is not defined (E.g. 

� 

tan
!
2

, 

� 

ln ! 2( ), etc.)? 

Vertical Asymptotes in Rational Functions 
 At values of x which make denominator = 0 
 Exception: Common factors between numerator and denominator create holes, not asymptotes. 



Horizontal Asymptote 
Line 

� 

y = L is horizontal asymptote if 

� 

lim
x! " #

f x( ) = L   or  

� 

lim
x! " +

f x( ) = L 

Limits at Infinity 
If r is positive rational and c is a real number: 

 Rational Functions 

� 

lim
x! " #

c

xr = 0 and  

� 

lim
x! " +

c

xr = 0 

 Exponential Functions 

� 

lim
x! " #

ex = 0 and  

� 

lim
x! " +

e#x = 0 

Horizontal and Oblique Asymptotes of Rational Functions 

 Rational function is ratio of polynomials: 

� 

R x( ) =
anxn + an! 1xn! 1 + an! 2xn! 2 + ...

bmxm + bm! 1xm! 1 + bm! 2xm! 2 + ...
 

 Degree of numerator = n and degree of denominator = m. 
 If n - m  >  1, there is no asymptote. 
 1. Factor 

� 

xn from each term in numerator and 

� 

xm from each term in denominator 
 2. Cancel 

� 

xn with 

� 

xm. 
 3. Take the limit as x goes to infinity of the that expression. 
 4. Result is the equation of the asymptote: 
  If n - m = 1, the equation will be a linear equation in x Ñ  an oblique (slant) 

asymptote. 

  If n = m, it will be the horizontal line 

� 

an

bm
 

  If n < m, it will be the x axis. 
 
Optimizing (Maximum or Minimum) Problems 

1. Write primary equation: (Quantity to be optimized) = (formula to calculate). 
2. Consider the domain of the primary function in the context of the problem. For 

what values does the equation make sense? 
2. Identify necessary equations which can be substituted into primary equation to 

yield: (Quantity to be optimized) = (expression in a single, independent variable) 
3. Differentiate with respect to the independent variable 
4. Set derivative equal to zero. 
5. Solve for value(s) of independent variable that make sense for the problem. 

 
Differentials:  Differential of y is  

� 

dy = ! f x( ) "dx 
Error Propagation 
 Uses a tangent line to a function to estimate the function value ÒnearÓ a given point. 
  

� 

dy = ! f x( ) "dx    
 Where dy is error in y created by (propagated) error of measurement in x, dx. 

  Remember:  

� 

Percent Error =
Error of measurment

Value of Measurement
 

Estimating Function Value at Point x + ! x 
 f x + ! x( ) " f x( ) + #f x( )$dx  or difference in y is f x + ! x( ) " f x( ) # dy= $f x( )%dx



Chapter 5 
 
Basic Integral (anti-derivative) Formulae 
Powers and Linear Combinations: 

� 

k du∫ = k ⋅ u + C  

� 

k ! f u( ) du" = k ! f u( ) du"  

� 

un du∫ = 1
n+1( ) un+1 + C, n ≠1 

� 

f u( ) ± g u( )[ ]du! = f u( ) du! ± g u( ) du!  

  
Trig Functions: 

� 

sinu du! = " cosu+ C 

� 

cosu du! = sinu+ C 

� 

tanu du! = " lncosu + C 

� 

cotu du! = lnsinu + C 

� 

secu du! = lnsecu+ tanu + C 

� 

cscu du! = " lncscu+ cotu + C 

 
Special Trig Functions: 

� 

sec2 u du! = tanu+ C 

� 

csc2 u du! = " cotu+ C 

� 

secutanu du! = secu+ C 

� 

cscucotu du! = " cscu+ C 

Logarithmic and Exponential Functions: 

� 

ex dx! = ex + C 

� 

ax dx! =
1

lna

" 

# 
$ 

% 

& 
' ax + C 

� 

1
x

dx∫ = x−1 dx∫ = ln x + C 

Integrals Using Logarithmic Integration: 

� 

1
u

du! = ln u + C alternate: 

� 

! u 
u

dx" = ln u + C 

Integrals Using Inverse Trigonometric Functions: 

� 

du

a2 ! u2
" = arcsin

u
a

+ C 

� 

du

u u2 ! a2
" =

1
a

arcsec
u

a
+ C 

� 

du

u2 + a2! =
1
a

arctan
u
a

+ C 

 

Summations:  
  

� 

ai
i=1

n

! = a1 + a2 + a3 +! + an 

Properties: 

� 

k ! ai
i=1

n

" = k ! ai
i=1

n

"  

� 

ai
i=1

n

! ± bi = ai
i=1

n

! ± bi
i=1

n

!  

 

Formulae: 

� 

c
i=1

n

! = cn 

� 

i
i=1

n

! =
n n +1( )

2
 

 

� 

i 2

i=1

n

! =
n n +1( ) 2n +1( )

6
 

� 

i 3

i=1

n

! =
n2 n +1( )

4
 



Area bounded by graph of f, the x-axis, and vertical lines x = a and x = b 

 

� 

Area = lim
n! "

f c1( )#x
i=1

n

$ , #x =
b%a

n
xi%1 &ci & xi  

 

� 

Area = f x( )
a

b! dx 

 
Properties of the Definite Integral: 

 

� 

f x( )
a

a! dx = 0 

� 

f x( )
a

b! dx = " f x( )dx
b

a!  

 

� 

k ! f x( )
a

b" dx = k ! f x( )
a

b" dx 

� 

f x( )
a

b! ± g x( )dx = f x( )
a

b! dx± g x( )
a

b! dx  

 

� 

f x( )
a

b! dx = f x( )
a

c! dx+ f x( )
c

b! dx      for a < c < b 

 

Average Value of a Function on an Interval 

� 

a, b[ ] : 

� 

1
b! a

f x( )
a

b" dx 

 
Fundamental Theorem of Calculus (I): Fundamental Theorem of Calculus (II): 

 

� 

f x( )
a

b! dx = F x( )]a

b
= F b( ) " F a( )  

� 

d
dx

f t( )
a

x! dt" 
# $ 

% 
& ' = f x( ) 

 
Trapezoidal Rule for Numerical Integration: 

 
  

� 

f x( )
a

b! dx "
b# a
2n

f x0( ) + 2 f x1( ) + 2 f x2( ) +! + 2 f xn#1( ) + f xn( )[ ]  

 Error: 

� 

E !
b" a( )3

12n2 max # # f x( )[ ] ,      

� 

a ! x ! b 

 
Simpson's Rule for Numerical Integration (n must be even): 

 
  

� 

f x( )
a

b! dx "
b# a
3n

f x0( ) + 4 f x1( ) + 2 f x2( ) + 4 f x3( ) +! + 4 f xn#1( ) + f xn( )[ ]  

 Error: 

� 

E !
b" a( )5

180n4 max f 4( ) x( )# 
$ % 

& 
' ( ,      

� 

a ! x ! b 

 
Hyperbolic Functions 
Definitions: 

 

� 

sinhx =
ex ! e! x

2
 

� 

csch x =
1

sinhx
, x ! 0 

 

� 

coshx =
ex + e! x

2
 

� 

sech x =
1

coshx
 

 

� 

tanh x =
sinhx
coshx

 

� 

coth x =
1

tanhx
, x ! 0 



Hyperbolic Function Identities: 
 
 

� 

cosh2 x ! sinh2 x =1 

� 

sinh x + y( ) = sinhxcoshy + coshxsinhy 

 

� 

tanh2 x + sech2x =1 

� 

sinh x ! y( ) = sinhxcoshy ! coshxsinhy 

 

� 

coth2 x ! csch2x =1 

� 

cosh x + y( ) = coshxcoshy + sinhxsinhy 
  

� 

cosh x ! y( ) = coshxcoshy ! sinhxsinhy 

 

� 

sinh2 x =
! 1+ cosh2x

2
 

� 

cosh2 x =
1+ cosh2x

2
 

 

� 

sinh2x = 2sinhxcoshx 

� 

cosh2x = coshx2 + sinh2 x 
 
Derivatives and Integrals of Hyperbolic Functions: 
 

 

� 

d
dx

sinhu[ ] = coshu( ) ! u  

� 

coshu du! = sinhu+ C 

 

� 

d
dx

coshu[ ] = sinhu( ) ! u  

� 

sinhu du! = coshu+ C 

 

� 

d
dx

tanhu[ ] = sech2u( ) ! u  

� 

sech2u du! = tanhu+ C 

 

� 

d
dx

cothu[ ] = ! csch2u( ) " u  

� 

csch2u du! = " cothu+ C 

 

� 

d
dx

sechu[ ] = ! sechutanhu( ) " u  

� 

sechutanhu du! = " sechu+ C 

 

� 

d
dx

cschu[ ] = ! cschucothu( ) " u  

� 

cschucothu du! = " cschu+ C 

 
Inverse Hyperbolic Functions: 
 

 

� 

sinh! 1 x = ln x + x2 +1" 
# 
$ % 

& 
'  Domain:  

� 

∞−,∞+( ) 

 

� 

cosh! 1 x = ln x + x2 ! 1" 
# 
$ % 

& 
'  Domain:  

� 

1, ![ ) 

 

� 

tanh! 1 x =
1
2

ln
x +1
1! x

 Domain:  

� 

! 1,1( ) 

 

� 

coth! 1 x =
1
2

ln
x +1
x ! 1

 Domain:  

� 

! " , " 1( )# 1, ! +( )  

 

� 

sech! 1x = ln
1+ 1! x2

x
 Domain:  

� 

0,1( ]  

 

� 

csch! 1x = ln
1
x

+
1+ x2

x

" 

# 
$ 
$ 

% 

& 
' 
'  Domain: 

� 

! " , 0( )# 0, ! +( ) 


