MTH213 Calculus

Formulas from Geometry:
Triangle

A=2bh

Pythagorean:a2 +b% =c?
Parallelogram

A=bh

Trapezoid

A=3h(by +by)

Circle

A=rr?

C=2/r=!d

Trigonometry: Unit Circle

Cone

V=11A, th=1"r’h

Lateral SurfaceA=! r/r? +h?
Right Circular Cylinder

V = Apasd h =" r?h

Lateral SurfaceA=2!/ rh
Sphere

V= %! 3

Surface Area 4! r?
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Definitions: sin/ = 9P, cos/ - tan/ = 9PP._
hyp. hyp. adj. cos/
1 1 1 cos/
csc! = —- sec! = —— cot! = —— ==
sn/ cosd/ tan/ sn/



Identities

Pythagorean: Power-Reducing Formulas:
snu+cosu=1 sinzu:%(ll cosZu)
2, — 2
1+tan”u=secu cos’ u = 1(1+ cos2u)
1+ cot’u = csc’u (1 cos2u)
Double Angle Formulas: tan?y = \=: €0s2U)
sin2U = 2sinucosu (1"' COSZU)
cos2u=cos’u! snu=2cosu! 1=1! 2sn’u
_ 2tanu
tan2u = 1 tan’n Law of Cosines:

b?> =a® +c*! 2acosB
Law of Sines:
a b c a b

SnA snB snC

Chapter 1

Solution : Any and all values of the variable which will make a statement TRUE.
Graph: A picture, drawn on an appropriate coordinate system, showing all solutions to
a given statement.
Intercepts : Where a graph crosses one of the axes.
Find the x-intercept(s): Set y = 0 and solve for x
Find the y-intercept(s): Set x = 0 and solve for y
Symmetry of a Graph - A graph is symmetric to:
y-axis if replacing x with -x gives equivalent equation
x-axis if replacing y with -y gives equivalent equation
origin if replacing x with -x and y with -y gives equivalent equation
Intersections of Graphs
Solve both equations for the same variable (e.g. both for y)
Set expressions in other variable equal (e.g. substitute for y to get equation with x)
Solve for the variable (e.g. solve for all values of x)
Use solutions to find coordinates of intersection(s) (e.g. use x values to find (x, y))
Slope: Comparison of vertical change to horizontal change in a graph. “Slope is rise
over run”

Slope, m, of a non-vertical line through points (Xl, yl) and (Xz, yz):
m= changeiny _y,!' vy _"y

~ changein x XX "X
Linear Equations
Slope-Intercept Form y=mx+b Point-Slope Form yly = m(x ! Xl)
General Form Ax+By+C=0
Vertical Line X=a Horizontal Line y=b
Parallel Lines m =m, Perpendicular Lines mm, =11

Graph Tran sformations (c > 0)
Original graph: y=f(x)



Horizontal shift ¢ units right: y= f(x—¢) Horizontal shift left: y= f(x+c
Vertical shift down: y=f(x)—c Vertical shift up: y=f(x)+c
Reflection abouty: y=f (! x)

Reflection about x-axis: y=1f (X
Reflection about origin: y=11(!x)
Rational Function : f(x)= plx) forg(x)! 0
q(x)
Composite Function : (fra)(x)=f(g(x))
Odd -Even Function Tests
Even:  f(!x)=f(x) bThink: f(x) = x¥Pe g
Odd: f(! x) =1 f(x) bThink: f (X) = x° g
Quadratic Equation - Standard Form: ax?+bx+c=0
b ¥ b?-4ac
Completing the Square (x+ —j =
2a 4a
_!bx+b®! 4ac

Quadratic Formula X
2a

Inverse Functions f'* (read: “finverse”) is the inverse of fif:
f(f‘l(a)) =a [for a in domain of f'*]and f!l( f (b)) =b [for b in domain of f]

Function has an inverse only if it is one-to-one (passes the horizontal line test).
Functions can be made to have an inverse by restricting domain and/or range.

Inverse Trig Functions: Domain Range
n n ' L L
arcsine x " x"1 Lo#y#S
arccosine x " x"1 o! x!t "
_I<y<Ik
arctangent x "HEXHE" 2SYS72
Exponential and Logarithmic Functions
Logarithmic function is inverse of exponential: log, a* = a'°%* = x
Common Logarithm:  logx! log,x=n ! 10"=Xx
Natural Logarithm: Inx! log.x=n ! €' =x
Identities: log,1=0 log,a=1
X
Properties: log, xy =log, x+1og, y log,— =log, x! log,y log, X" = nlog, X
y

Greatest Integer Function:
[[x]] = greatest integer n such that n < x. E.g. [[5.23]] =5 and [[-2.3]] =-3



Chapter 2

Slope of a Secant Line of a Function:
_f(x+1x)" £(x)
My = I x
Common Reasons why lim f(x) does not exist:
xX—=c

(Note: No limit. This is a slope between two points.)

1. f(x) approaches a different limit from the right as from the left

2. f(x) increases or decreases without bound as x — ¢

3. f(x) oscillates between two fixed values as x! ¢

Definition of Limit ~ (Mine):

Let fbe a function defined on an open interval which contains c. (Value f(c) may or

may not exist.) lxl.rré f (X) =L means that for every ! >0, there existsa ! >0 such that if
0<|x—c|<&,then 0<|f(x)! L|<".

Getting close to the limit, L, of a function at a value, ¢, means function value f (x) is

within distance *¢ of the limit, L. If the limit exists, there must be a value §, a

distance from point ¢, so if we choose our x within that distance from ¢, f(x) will be

within distance t¢ of L. If limit L exists, we can always find a small enough
number § so that f(x+ &) will be within the distance ¢ of the limit, L.

Basic Limits for Polynomial -Type Terms

Limit of a constant: limb=»b Limit of a variable: limx=c¢
x—=c x—=c
Limit of a power: limx" = ¢"

xl ¢

Properties of Limits ~ (for limf(x)=L and limg(x)=K

xX—c

Scaler Multiple lxllngga "f(x)g=b"L
Sum or Difference lelr‘rc] uf (x) £ g(X)$m L £ K
Product Li_r)‘rcl[f(x)-g(x)]: L-K
Quotient lim w'/O: £ (If K is not zero.)
“eng(x) g K
Power |XIIITC] Hf (X) r; =L" (Includes radicals as fractional powers.)
Composite Function  lim %f (x)! g(X)%6 lim yf (g(x))@oZ f(K)
Limits of Transcendental Functions: (All behave as expected for values ¢ in domain)
Ii_r)r:sinx=sinc £i£>r3secx=secc
gilrrgcosx =cosC liincscx =cscce
liin tan x = tanc flrri a'=a° (a>0)
fin’ClCOtX =cotC fi!rrilnx =Inc

X—C x! ¢



Functions which agree at all but one point:
If f (x) = g(x) for all points except for x = ¢, and if limg(x) exists, then

limf(x) = lirng(x)
Three Special Limits: (Note x — 0 in all cases)
sinx I—cosx

1
lim——=1 lim 0 lim(1+x)§ =e
-0 x x—0 X x—0

Definition of Continuity:  ( Function fis continuous at c if . . .)

1. f(x) is defined 2. lim f (x) exists 3. lim f(x)= f(c)
Existence of a Limit: lim f(x) = lim f(x)

Properties of Continuity:
If f(x) and g(x) are continuous at x = ¢, then the following are also continuous at c:

1. Scaler multiple b- f(c) 2. Sum and Difference f(c)*g(c)

3. Product flc)-gle) 4. Quotient % if g(c)#0
g(c

5. Composite (Fo2)(c)=F(5(c)) (f 08)(c)=[(8(c))

6. Therefore Polynomial Functions, Rational Functions, Radical Functions, Trigonometric
Functions, Exponential, and Logarithmic Functions are continuous for all values within
their domains.

Intermediate Value Theorem:
If fis continuous on the closed interval [a,b] and k is any number between
f(a) and f(b), then there is at least one number ¢, somewhere in [a,b] such
that f(c)=k.

Vertical Asymptotes: Let fand g be functions with no common factors and
continuous on an open interval containing c. If f(c)#0 and g(c)=0 (BUT

g(c)#0 when x = ¢), then fgx; has a vertical asymptote at x = c.

g(x

Properties of Infinite Limits: ~ For limf(x)=" and limg(x)=L

1. Sum or Difference lim %f (x) £ g(X)§6 &
2. Product limgf (x)"g(x)g=" = ifL>0

limgf (x)"g(x)eg=" ¢ ifL<0

! %
9% | ey (0

3. Quotient lim $m =



Chapter 3

Definition of the Derivative of a Function:

fK@:|m1f“+"@$f@) or fxq:nmigiiﬂﬂ

Am, " ¢ X#cC

Differentiable Implies Continuity, but NOT Vice Versa:
If fis differentiableatx = ¢, thenfis continuous at =c.
However,f might be continuous, but not differentiablef lifas a cusp at=rc.

General Differentiation Rules
Let # andv be differentiable functions af The valuec, is a constant

Derivative of a Constant: di[c] =0
X
Simple Power Rule: i[x”] =nx""! and i[x] =1
dx dx
Constant Multiple Rule: di[cu] =cu
X
Sum or Difference Rule: di[uirv] =uzV
X
Product Rule: di[u- v]=uw'+w/
X
Quotient Rule: EP W —2uv
dxLv Y
Chain Rule: i[f(u)] = f'(u)- y=dr d
dx du dx
General Power Rule (from Chain): di[u”] =nu"t v
X

Derivatives of Trigonometric Functions

%([sinu]z cosu-%[u] &[CSCU]Z —cscu-cotu-%[u]
i[cosu] = sinu"i[u] i[sec:u]:secu-tanug[u]
dx dx dx dx
i[tanu]:seczu!i[u] i[cotu]:—csczu-i[u]

dx dx dx dx
Derivatives of Exponential and Logarithmic Functions

d u u d d u u d

d 1 d d 1 d

dX[ nu] u dX[u] dx[ % u] (lna)u dx[u]



Position, Velocity, and Acceleration:

If s(t) is the position function of an object (for a falling boct;(t) = %gt2 +Vot + )
The velocity function is/(r) = /(1)

The acceleration function ia(t) = v!(t) = si(t)
Explicit - Implicit forms of a Function:
Explicit: y is given as a function in (y =1)
X
Implicit: x andy are both involved in the equation togetherxy £1)
Guidelines for Implicit Differentiation:
1. Differentiate both sides with respecttasing the chain rule on any nan
variables.

2. CoIIectd—y terms on left side and factor ouz
X

d

dx
dy I T dy
3. Solve ford— by dividing by factor multiplied times the=.
X X

Derivative of an Inverse Function
[ (0=

f ( f! 1(x))

Derivatives of the Inverse Trig Functions

d . u
—[aresin] =
dx

! d [ ] Iu"
— [arccosl] =
V1" U dx V1! 2
i[arctaru] - u i[arccotu] _
dx 1+ u? dx 1+ u?
i[arcsecu] - u i[arcsecu] -
i Uu? 1 dx U1 1
Related Rates
1.

2.

Find an equation (formula) which relates ttesiredquantities.
Differentiate with respect to time to find the related ratieshange of the
guantities

Newton’s Method of Approximating the Zero of a Function
1.

2.

%)
3. Repeat as necessary until desired accuracy is attained.

: : f(x
Calculate a new estimatg,, using the formula:x, = X4 ! 04)

Make an initial estimatex,, close to the root.




Chapter 4

Critical Number: ¢ is a critical number if:
a) fl(c)=0
b) fis not differentiable at.
Guidelines for finding extrema in the interval [a,b]:
1. Find the critical number gfin (a,b).
2. Evaluatef at each critical number.
3. Evaluatef at each end pointard b.
Rolle’s Theorem
Letf be continuous on the closed inter{/a,lb] and differentiable on the open interval
(ab). If f(a)= f(b), then there is at least onén (a,b) where f!(c)=0.
Mean Value Theorem
Letf be continuous on the closed inter{/a,lb] and differentiable on the open interval

(a,b). There exists a numbeiin (a,b) where f!(c) :M.

b" a
[The dervative off evaluated at will equal the slope of the secant line between the
endpoints.]
Increasing Function Decreasing Function
1. If %y <x, implies f(x;) < f(x,). 1. If %y <x, implies f(x;)> f(x,).
2. 1f fi(x)>0. 2. 1f f(x)<0.

Test for Relative Minimum
If ¢ is a critical number:
1. If f!(x) changes from negative to positivecat
2. If flic)>0 (Second Derivative Test)
Test for Relative Maximum
If ¢ is a critical number:
1. If f!(x) changes from positive to negativecat
2. If flic)<0 (Second Derivative Test)
Concavity
If f!!(x) >0, graph is concave upwards. Alt.'(x) is increasing in the interval.
If f!!(x) <0, graph is concave downwards. Aft!(x) is increasing in the interval.
Point of Inflection
Point at which a graph changes from concave up to concave down veksee
Is the point(c, f(c)) if f!(c)=0orif f!(c) does not exist.
Domain of function f(x): Values ofx for which functiory exists. Look for:
1. Denominator = 0?
2. Negative number under the radical fin evemumber root?

/
3. Other values whergis not defined (E.gtan'? In(! 2), etc.)?

Vertical Asymptotes in Rational Functions
At values ofx which make denominator = 0
Exception: Common factors between numeraamd denominator create holes, not asymptotes.



Horizontal Asymptote
Line y =L is horizontal asymptote iflim f(x)=L or lim f(x)=L
Xl "

xt oY
Limits at Infinity
If ris positive rational andis a real number:
. . . c . c
RationalFunctions lim —=0 and lim —=0
xt X xt o x"

Exponential Functions  lim_ e*=0 and lim, e =0
Xl Xl

Horizontal and Oblique Asymptotes of Rational Functions
X" +an 1 X" P+ ay XM+
B X™ + by  X™ L+ by o x™ 2
Degree of numerator #and degree of denominatow=
If n-m > 1, there is no asymptote.
1. Factor x" from each term in numerator axd' from each term in denominator

2. Cancelx" with x™,
3. Take the limit ag goes to infinity of the that expression.
4. Result is the equation of the asymptote:
If n-m =1, the equation will be a linear equationxiN an oblique (slant)

Rational function is ratio of polynomial&(x) =

asymptote.
If n =m, it will be the horizontal Iines—”
m

If n <m, it will be thex axis.

Optimizing (Maximum or Minimum) Problems

1. Write primary equation: (Quantity to be optimized{fermula to calculate).

2. Consider the domain of the primary function in tomtext of the problem. For
what values does the equation make sense?

2. ldentify necessary equations which can be substitatedorimary equation to
yield: (Quantity to be optimized) (expression in a single, independent varipble

3. Differentiate wih respect taheindependent variable

4. Set derivative equal to zero.

5. Solve for value(s) of independent variable that make sense for the problem.

Differentials: Differential ofy is dy= f(x)"dx
Error Propagation . )
Uses a tangent line tofanction to estimate the function value OnearO a given point.
dy = f!(x) "dx
Wheredy is aror iny createdy (propagated) error of measurement,idx.
Error of measurmen
Value of Measuremel
Estimating Function Value at Point x + ! x
f(x+!x)" f(x)+ f4x)%x or difference invis f(x+!x)" f(x)#dy= fgx)%x

Remember:Percent Error=




Chapter 5

Basic Integral (anti-derivative) Formulae
Powers and Linear Combinations:

| kdu=k-u+c "KL F(u) du=k! " f(u) du

Ju" duz(ﬁ) e, n#l L[ f(u)%g(u) ]du= ! f(u) duz ! g(u) du
Trig Functions

| sinudu="cosu+C | cosudu=sinu+C

| tanu du="Injcosu/ +C | cotu du=In|sinu/+C

| seas du=In|secu +tanu/+C | cscu du=" Injcscu+ cotu +C

Special Trig Functions

| se€udu=tanu+C | cs@udu="cotu+C
| seautanu du=seau+C | cscucotudu="cscu+C
Logarithmic and Exponential Functions:
n 1 %
| e*dx=e*+C |axdx:%—'a"+c
) ) na&

J.% dx= Jx‘l dx=1In|x|+C

Integrals Using Logarithmic Integration

| % du=Inu/+C alternate: "%! dx=Inu[+C

Integrals Using Ingrse Trigonometric Functions

. " u
n__du — arcsine +C du :larcse$—|+c

va?! u? a wu’l a® @ a

Idu

1
= —arctanE +C

"u?+a? a a
n
Summations: | g =a +a,+ag+! +a,
L
In n n n n
Properties: " kla =k!" g | ath=! atl h
i=1 i=1 i=1 i=1 =1
n n
. _n(n+1
Formulae: I c=cn | = (n+2)
i=1 i=1 2
2
[ 2 n(n+1)(2n+1) I 3_n (n+1)
; 6 4



Area bounded by graph fifthex-axis, and vertical lines=a andx =5

n
Area = lim $ f(c)#x, #x:b%a Xiog &C & X,
i
b
Area = !a f (x) dx
Properties of the Definite Integral
a b " a
!af(x)dxzo !af(x)dx: !bf(x)dx
nub _ ub b _ b b
L K! f(x)dx=Kk! " f (x) dx !a f(x) % g(x)dx= !a f(x)dx+ !ag(x)dx

b
|
"a

_qc b
f(x)dx= !af(x)dx+ !C f (x) dx fora<c<b

. b
Average Value of a Function on an Interyalb]: T f (x) dx

b!a a

Fundamental Theorem of Calculu (I Fundamental Theorem of Calculus (II):
b b " d",x %
1’ f(x)dx=F(x)]. =F(b)" F(a) sl (0= ()

Trapezoidal Rule for Numerical Integration
17 ()" 2221 (x0)+21 () + 21 (xp) +1 +21 () *+  (xo)]

Error: E! %{maﬁf#{x)ﬂ, al x!'b

Simpson's Rule for Numerical Integratibhmust be even):
!: f(x)dx" b3i:[f(xo)+4f(x1)+2f(x2)+4f(x3)+! + 4 £ (Xpug) + F(X)]

W 5
Error: E! %@aﬁf(“)(x)‘f, al! x!'b

Hyperbolic Functions

Definitions:
X | I X
sinhx:e - € cschx = — , x! 0
sinhx
X I X
+
coshx = € e sechx =
coshx
inh 1
tanhx = sinhx cothx = , x! 0

coshx tanhx



Hyperbolic Function Identities

costt x! sintffx =1
tantf x + seclfx =1
coth? x! cscifx=1

|
Sint? x = - 1+ cosh2x
2
sinh2x = 2sinhxcoshx

sinh (x +y) = sinhxcoshy + coshxsinhy
sinh(x! y) =sinhxcoshy! coshxsinhy
cosh(x + y) = coshxcoshy + sinhxsinhy
cosh(x! y)=coshxcoshy! sinhxsinhy

1+ coshx
costf x = — s

cost2x = coshx? + sink? x

Derivatives and Integrals of Hyperbolic Functions

dix[sinhu] = (coshu) u!
dix [coshu] = (sinhu) u!
%[tanhu] = (secl?u) u!

dix [cothu] =! (cscﬁu) u"

dix[secl”u] =1 (sechutanhu) u"

dix[cscm] =1 (cschucothu) u"

Inverse Hyperbolic Functions

n 0
. | b
S|nh1x:In§x+ x2 +17

&
ll _ n 2' p/
cosh™x In£x+ X '18
+
tanh'lx:llnx—1
2 1! x
+
coth'lx:ilnx—1
2 x!1
+41! x?
secﬁllenu
X

. V1+ NG 0’

cschx = In%1 +—
X X &

| coshu du=sinhu+C

| sinhudu=coshu+C

| secfudu=tanhu+C

| cscifudu=" cothu+C

| sectutanhu du="sectu+C

| cschucothu du="cschu+C

Domain: (oo‘,oo*)
Domain [1!)

Domain: (! 1)

Domain: (! 1)# (J,! +)
Domain: (0,1]

Domain:(! ",0)# (0,! +)



